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Harmonize access methods 

  - Standard protocols & 
interfaces

Advanced storage technology

  - Federated & interoperable

  - Employ recent developments 
from
    ESCAPE & WLCG

Community overarching AAI 
Interfaces to existing meta data

Integration and extension of 
existing tools

Development where needed

set up common federated compute 
infrastructure (demonstrator)

integrate heterogeneous resources 

realisation of entry points (JupyterHub, batch)

Data-locality aware scheduling 

integrate opportunistic cache systems 

container registry

Storage Workflows
- real-time monitoring
- dynamic data placement and replication

Compute Workflows
- multi Cloud scenarios
- JupyterHub workflow templates
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Storage4PUNCH

●Two test systems in place:
●DESY (dCache based)
●Bonn (Xrootd based)

●Access for all PUNCH4NFDI 
members 

●Read and write access though 
PUNCH-AAI web tokens

●Support for a number of 
transfer protocols:
WebDAV, Xrootd

Ongoing Prototyping – Federated Storage & Computing
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Compute4PUNCH

●Implemented via an Overlay 
Batch System

●First login node at KIT
●Access for all PUNCH4NFDI 

members
●OIDC token based (mccli) 
●Initially included resources at
●KIT(batch), Bonn(batch), 

Münster(Cloud)
●Container registry

Common PUNCH-AAI: Based on Helmholtz-AAI

First (still less demanding) workflows from the community are being ported



  

Federated Compute Infrastructure
Compute4PUNCH



  



  



  



  



  



  

Compute4PUNCH
documentation
● Detailed documentation for users and admins available



  



  

Federated Storage Infrastructure
Storage4PUNCH

● Storage resources at participating 
centres running dCache and XrootD 
Storage Middleware have been 
interconnected and are accessible via 
AAI



Basic Setup
Standard Single Site Setup

Christian Voß  Distributed dCache as model for Data-Late

• Use dCache: Access to /pnfs/desy.de/

Request

Redirect

Query Metadata

Access via protocol of choice

dcache-cms223.desy.de

dcache-core-cms.desy.de

dcache-door-cms16.desy.de

dcache-se-cms.desy.de

dcache-dir-cms.desy.de

• dCache instances for Photon Science/Machine, European XFEL, ATLAS, CMS, Belle/ILC/DPHEP, Sync&Share
• Simlar layout: three head-nodes, doors for requested protocols and pools nodes
• Scale-out horizontally: 10 pool nodes for Sync&share and 200 for European XFEL with 100 more ordered
• Scale-out horizontally: client always to connect to pools for transfer, no data access through doors



Layout of Federated dCache
Simplest, most Centralised Layout

Christian Voß  Distributed dCache as model for Data-Late

Pools

dcache-core-cms.desy.de

dcache-door-cms16.desy.de

dcache-se-cms.desy.de

dcache-dir-cms.desy.de

Pools

Remote Site

• At remote site only pools are deployed
• All management services located at central site
• Central accesspoint
• Centralised AAI-interface and namespace



  

Storage4PUNCH
accessible via CLI and Web



  

Storage4PUNCH
Web Interface
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Identity & Access Management Systems and Storage

• Details: see Oliver’s talk

• OIDC token bear information about the owner of the token

• Personal Identifier string: identifies the specific user

• Eduperson Entitlement: identifies group memberships

• Use the tokens to map to internal UID:GIDs 

PUNCH/Helmholtz AAI together the Storage Prototype at DESY

Christoph Wissing, Christian Voß PUNCH AAI Meeting

Storage Perspective

dCache supports 

• Classic X.509 certificates and VOMS proxies

• Basic OIDC AAI as done by the PUNCH AAI 
(based on Helmholtz AAI)

• SciToken close to WLCG Tokens

Client Perspective

• Most commonly used: gfal tool kit

• Support large variety of protocols

• Current stable release: no token support

• Authentication via X.509

• Alternatives: native XrootD or 
curl/davix/rclone for HTTPS

• curl/davix as the most flexible tools w,r.t. 
authorisation

• rclone for using access tokens



  

Storage4PUNCH
dedicated AAI groups for projects
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